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Abstract 

 

In this paper, a new design methodology for 

business continuity is presented.  The methodology is 

based on the process reassignment in a multi-

processor system in which disjoint process groups 

are running on different processors. The 

reassignment process is modeled as the process 

coupling graph and matrix in which the coupling 

weight between different process groups is defined as 

the number of data accesses as defined in the CRUD 

matrix.  The scenario considered is that of multiple 

single failures of processors that can occur over a 

time period. The reassignment vectors for each state 

of failures are computed on-the-fly. 
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1. Introduction 
 

In the era of decreasing hardware cost with 

increasingly powerful processors, the failure modes 

become a complex combination of software errors 

and hardware glitches. The cost of having a total 

system failure is unacceptable for any enterprises. 

Moreover, the pressure of a business continuity 

paradigm is imperative in most of modern 

corporations. Hence, the design of a highly 

survivable system is now one of the underlined goals 

of many organizations. 

Survivability is the ability of a system to recover 

predefined service levels in a timely manner after the 

occurrence of system failure or simply the failure of 

processors. The system failure can be the result of 

complex interaction of hardware and software or due 

to the consequences of a disaster. A desirable system 

should have some degree of fault tolerance or some 

mechanism to degrade the system gracefully while 

trying to return to normal service within an 

acceptable time even when a disaster has occurred. 

Jacques Botha and Rossouw Von Solms [1] 

presented a cyclic model for business continuity 

planning for small organizations to be able to recover 

after a disaster. The implementation and approach 

proposed is incremental in nature with specified goal 

for each iteration. Benjamin B.M. Shao [2] presented 

the optimal redundancy allocation for information 

technology disaster recovery. 

A solution procedure based on probabilistic 

dynamic programming is presented along with two 

examples.  Lucia Cloth and Boudewijn R. Haverkort 

[3] proposed a model based on continuous scholastic 

logic (CSL) to assess survivability. The model was 

illustrated by evaluating the survivability of the 

Google file system using stochastic Petri nets. Most 

of the literature in this area either provides a 

conceptual framework for business continuity [4-7] 

or quantitative analysis after the occurrence of 

disasters [8-11]. In general, the problem of designing 

system with business continuity mechanisms built in 

has not been addressed. In this paper, we will 

examine the business process design with a built-in 

business continuity mechanism based on process 

reassignment. The concept of migrating or 

reassigning processes from a failed processor to one 

of the good processors in the system is well-accepted 

as a means to increase availability; however no 

research has been reported on how to incorporate this 

concept in the design phase for the purpose of 

increasing the chance of business continuity in spite 

of critical processor failure. 
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2. The Process Reassignment Problem 

 

In designing the highly available distributed 

information system, M groups of highly coupled 

processes occur on M processors, after assigning a 

group of processors to a process. Then during the 

execution of the processes, there is communication 

between processes with other processes residing on 

other processors.  If there is a processor failure or 

total communication link failure of a processor, the 

strategy to survive is to reassign the process group of 

the failed processor to one of the existing good 

processors. The question is which processor should 

be the target processor.  The criteria might be the 

processor with the lowest load, or the nearest 

processor, or the processor that would result in some 

minimum cost criteria. 

In this section, we will define the coupling cost of 

the potential remote data access between processes 

residing in different processors. The ideal case is to 

design the process groups such that there are no 

reads/writes between groups. However, in designing 

an enterprise-wide integrated application, this is not 

possible as certain processes and data will be used by 

many process groups.  In the extreme case, we can 

put the entire process group on one big processor 

which is highly risky unless proper redundancy 

technique is deployed. The single processor case, 

provides none of graceful degradation necessary in 

operating an enterprise information systems.  If each 

group of processes is assigned to a processor and 

there are no couplings between any pair of the 

processes in the processors, then a processor failure 

would affect only the processes on that failed 

processor, while other processors can still operate 

correctly. Consequently the processes in the failed 

processor can be assigned to any one of the good 

processors with some degradation in performance.  

For the practical case where processes interact across 

processors, it is desirable to have minimum coupling 

between processors. 

 

3. The Process Reassignment Model 
 

Let the CRUD matrix with a business processes b 

data classes be represented by the matrix M(bi,dj) 

when bi is the business process i, i = 1 to a, and dj is 

the data class j, j = 1 to b. Let us consider 2 macro 

processes labeled F and G shown in Figure 1. 

Next, we identify two sub matrices F and G as F 

(be:bf , dg:dh), and sub matrix G(bg:bh , dp:dq). From 

these two matrices, when projecting the coordinates 

along the vertical and horizontal axes, the result 

would be two matrices M(be:bf , dp:dq) and M(bg:bh , 

dm:dn) shown as shaded area in Figure 1. 

dm dn dp dq
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Figure 1 Macro processes in CRUD matrixFigure 1 Macro processes in CRUD matrixFigure 1 Macro processes in CRUD matrixFigure 1 Macro processes in CRUD matrix    

Next, we will define the Process Coupling Graph 

(PCG). The process coupling graph is a directed 

graph with the nodes representing the macro process 

and the edges is defined as follows. For macro 

processes F and G (node F and G of the PCG), if the 

sub matrix M(be:bg , dp:dq) contain at least one entry 

with “U” then  there is an edge from node G to F; if 

the entries of the matrix M(bg:bh , dm:dn). The degree 

of how tightly two macro processes are coupled can 

be characterized by the number of U’s in the matrices 

R= M(be:bf , dp:dq) and S = M(bg:bh , dm:dn). For 

simplicity, let each entry with “U” be denoted by 1 

unit. Then, we define the coupling weight, as the 

number of U’s in the coupling matrix. Hence 
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The total coupling weight (tcw) between two 

macro processes are defined as cwRS+cwSR. 

Process Coupling Matrix (PCM) is the matrix 

representation of PCG. The entries of the matrix are 

the coupling weights. Let tcw(x, y, N) be the total 

coupling weight of the PCG with N nodes, hence 

∑∑
= =

=
N

y

N

x

yxPCM
1 1

 (N) )],([ tcw  

x, y = 0, if the initial configuration is the index of 

the node (failed node), and y is the index of the target 

node (up node). 

 

3.1 The Reassignment Matrix 

Let R(x,y) be the reassignment matrix in which 

node x is merged with node y, the entry R(x,y) is 

tcw(x,y,N-k), and k is the number of failed nodes. 

Let R() be the reassignment matrix constructed 

from the Coupling graph. For the entry q(i,j) , the 

value is computed from the sum of all the coupling 

- 85 -



weights minus the coupling weights of the entry 

m(i,j) and m(j,i).  For the processor i, the optimum 

reassignment is identified as the entry of the row i 

with minimum cost value 

J =  min Q(i , j),    j = 1…m 

3.2 Process Reassignment 

In the PCG if a node i is merged with node j, then 

the reduced PCG with N-1 nodes, since there are N 

processors, will have a total of N(N-1) weight. 

Assuming that process x is merged with node y 

(meaning that process x has failed), then the tcw 

(x,y,N-1) of the reduced PCG is 

tcw(x,y,N-1) = tcw(N) – cwxy – cwyx 

 

3.3The Optimum Reassignment Trajectory 

(ORT) 

The optimum reassignment trajectory (ORT) if 

node x fails is the target node that would result in 

minimum total coupling weight. 

ORT(x) = min [ [R(x,y) , y = 1 to N-1] ] 

Hence, from the R(x,y), we can construct a 

reassignment vector (RV) that is a list of the target 

nodes. 

RV = ( ORT(1), ORT(2), …, ORT(N) ) 

For each ORT(x), there will be a corresponding 

PCG. Also, the set of all RV’s is the Process 

Reassignment Map. 

 

4. Example 

 
 4.1 Develop the CRUD matrix 

By performing a system analysis to identify all the 

business processes and data classes in an enterprise, 

the CRUD matrix is formed with the processor on 

one axis and the data group on another axis. Each  

entry of the matrix then would be either “U” if the 

business process uses some data in that data class, 

“C” if the business process creates some data in that 

data class, or “ ” if the business process does not use 

any data in that data class. Figure 2 shows an 

example of the CRUD matrix. 
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Manage Reimbursable and Small Problem Program

Develop Improved Planning, Design & Construction Procedures

Develop Improved O&M Procedures

manage Financial Resources

Manage Procurement and Contract

Manage Manpower

Manage Organizational Effectiveness Programs
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Figure Figure Figure Figure 2 Example of the CRUD matrix2 Example of the CRUD matrix2 Example of the CRUD matrix2 Example of the CRUD matrix (Adapted from IBM’s Business System Planning) (Adapted from IBM’s Business System Planning) (Adapted from IBM’s Business System Planning) (Adapted from IBM’s Business System Planning)    
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4.2 Perform the Macro Process Analysis 
From the CRUD matrix, we perform the affinity 

analysis to cluster the “C” entries so as to align along 

the northwest to southeast diagonal; the grouping is 

done forming adjoining sets with mutually exclusive 

groups of business processes and data classes as 

shown in Figure 3. Here, we have 6 Business areas or 

6 macro processes denoted by A, B, C, D, E, and F. 
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Figure 3 Figure 3 Figure 3 Figure 3 Six mSix mSix mSix macro processacro processacro processacro processes after the affinity analysis.es after the affinity analysis.es after the affinity analysis.es after the affinity analysis.    

 

4.3 Assign the Macro Processes to 

Processors 

Each Macro process will be assigned to a 

processor. Hence in our example, we have six 

processors, each having a macro process A, B,…, F 

respectively. 

 

4.4 Construct the Macro Process Flow 

Diagram with Weighted Edges 

From the CRUD matrix, a Process Coupling 

Graph can be constructed. The nodes are the macro 

process and the edges are the coupling between. 

There is an edge with coupling weight cwRS + cwSR. 

Shown in Figure 4 is the Process Coupling Matrix of 

the Process Groups shown in Figure 3. The 

corresponding Process Coupling Graph is shown in 

Figure 5. 

A B C D E F

A 10 4 14 9 2

B 5 2 7 4 2

C 2 6 8 1 2

D 4 6 2 5 1

E 7 6 3 9 2

F 1 2 1 2 3     
Figure 4 The process couplinFigure 4 The process couplinFigure 4 The process couplinFigure 4 The process coupling matrix (PCM)g matrix (PCM)g matrix (PCM)g matrix (PCM)    

 

4.5 Find Process Reassignment Trajectory 

Here, we compute the total coupling of the 

coupling graph assuming a processor failure where 

the processes are assigned to one of the processors 

resulting in a new coupling graph with one less node 

and a new total coupling weight.  From the example 

in Figure 4, the reassignment matrix is shown in 

Figure 6. The entry with highlighted numbers is the 

optimum reassignment. It is apparent that the process 

reassignment trajectory for multiple single failures is 
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basically a tree with N levels, with the node at level i 

would having N-i+1 child. 
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Figure 5 The coupling graph of the process groupsFigure 5 The coupling graph of the process groupsFigure 5 The coupling graph of the process groupsFigure 5 The coupling graph of the process groups    

 

4.6 Design the Process Reassignment Map 

(PRM)  

For the reassignment to work as desired, it is thus 

necessary to have a way to generate the reassignment 

vector efficiently. For example, for Figure 6, the 

reassignment vector is [D, A, B, A, AE] for any 

single processor failure. From this configuration, 

each processor can then assume the next single 

processor failure event, and generate the 

reassignment matrix and the reassignment vector. 

 
A B C D E F

A 117 126 114 116 130

B 117 120 119 122 128

C 126 120 122 127 129

D 114 119 122 118 129

E 116 122 127 118 127

F 130 128 129 129 127
 

Figure 6Figure 6Figure 6Figure 6 The reassignment matrix (assuming single  The reassignment matrix (assuming single  The reassignment matrix (assuming single  The reassignment matrix (assuming single 
processor failureprocessor failureprocessor failureprocessor failure 

 

4.7 Implement the PRM 

The process reassignment map can be generated 

at the design phase after the identification of macro 

processes and the process coupling matrix as shown 

in Figure 7. Alternatively, the PRM is generated 

stage by stage as dictated by the number of processor 

failures up to the current state. Some of the global 

information is needed to initialize and synchronize 

the reassignment of processes in order to provide 

continued operations in spite of multiple single 

processor failures. This can be implemented using 

current process communication techniques. 

5. Conclusion 
 

A new process design technique for designing a 

highly available and gracefully degrading system is 

presented. The techniques is based on generating the 

process coupling  graph from a CRUD matrix that  

partitions the processes and data classes of the entire 

enterprise into a set of disjoint communicating macro 

processes. In contrast, past techniques do not provide 

a systematic approach to designing enterprise 

systems with high availability in mind.    

Future work will be in the area of modeling the 

performance of such a system using the CTMC 

(Continuous Time Markov Chain) model. Also, a 

detailed design of the underlining mechanism to 

provide either a centralized or distributed process 

reassignment mechanism will lead to practical use of 

such a design methodology. 
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